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Abstract. We discuss the decohesion and bond mobility models of impurity-promoted 
intergranular embrittlement. Both of these models are tested quantitatively using pseudo- 
potential total energy techniques within the local density approximation. Our energy cal- 
culations are for a highly simplified ‘grain boundary’ consisting of substitutional germanium 
or arsenic impurities in a crystalline aluminium lattice. We find that the germanium and 
arsenic impurities increase the ideal work of fracture for creating a [ l l l ]  surface by up to 
approximately 8%. This result is inconsistent with the decohesion model of embrittlement. 
We also find that both impurities substantially increase the critical shear stress (by 25% for 
germanium and 58% for arsenic) and that arsenic impurities decrease the cleavage stress 
by 14%. All our results are consistent with the bond mobility model of intergranular 
embrittlement. 

1. Introduction 

In this paper we present a pseudopotential total energy study of two very different 
models of impurity-promoted intergranular embrittlement; the so-called decohesion 
and bond mobility models. Brief reports of some of this work have already appeared 
elsewhere (Goodwin et a1 1988,1989). 

For an overview of the physics of fracture, including theoretical work on embrittle- 
ment, the reader is referred to the review article by Thomson (1986). Embrittlement, 
despite its technological importance, remains poorly understood. This is undoubtedly 
due, in part, to the immense computing resources that are required for the accurate 
modelling of inter-atomic interactions. At present it is impossible, using a fully quantum 
mechanical scheme, to model a realistic fracture at an impurity-embrittled grain bound- 
ary. In addition to the computational cost, grain boundaries and the various processes 
associated with grain boundary fracture are exceedingly complex. As a result it is 
extremely difficult to sift out the essential features of the embrittlement mechanism, or 
mechanisms. Our approach has been to investigate the influence of particular factors in 
isolation by performing accurate quantum mechanical calculations on highly simplified 
grain boundary structures containing impurity atoms. 

Attempts have been made to model the problem within a quantum mechanical 
scheme by simplifying the atomic structure around a segregated impurity. One of the 
first such approaches was to represent the grain boundary structure by a small cluster of 
atoms, consisting of a single impurity atom surrounded by a single shell of metal atoms. 
t Present address: Department of Mathematics, Imperial College, Queen’s Gate, London, SW7 2BZ, UK. 
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The changes in the charge density due to the inclusion of an impurity were calculated by 
Briant and Messmer (1980) and Messmer and Briant (1982) and the energy to dilate 
such a cluster uniformly was calculated by Painter and Averill (1987). A somewhat 
different approach was adopted by Sayers (1984), who used a tight-binding method and 
included the surrounding metallic environment within a second moment approximation. 
The results of these calculations, and of others, have suggested that impurity-promoted 
integranular embrittlement results from either a weakening of the bonds across the grain 
boundary, with an associated reduction in the ideal work of fracture (the decohesion 
model), or from a reduction in the ease of atomic rearrangement around the embrittling 
impurity (the bond mobility model), or possibly from a combination of these two effects. 

In this work we have examined the decohesion and bond mobility models of 
embrittlement by studying the response to applied tensile and shear strains of a dilute 
layer of embrittling impurities segregated in a fully three dimensional metallic environ- 
ment, Aluminium was chosen for the host metal, with embrittling impurities represented 
by the elements arsenic and germanium. The detailed reasoning behind this choice of 
elements is given in section V. Firstly we calculated the fracture energies for the pure 
and impurity-doped metal, with the fracture occurring both at the impurity-doped layer 
and one layer into the metal on either side. We found in each case, for both arsenic and 
germanium atoms, that the presence of the impurities increased the fracture energies. 
We then introduced a simple crack at the impurity-doped layer and, by calculating the 
energy as a function of the crack width, found that the arsenic impurities made cleavage 
easier by decreasing the maximum sustainable tensile stress. Lastly, we applied a simple 
shear to our system, for both the pure and impurity-doped metal, and found that both 
impurities significantly increased both the maximum sustainable shear stress, and the 
associated energy barrier. The results of our calculations show that the decohesion 
model of impurity-promoted intergranular embrittlement does not correctly describe 
the bonding between the impurity and the metal in our system. However, our results 
are consistent with the bond mobility model of embrittlement. 

For the calculations we used the pseudopotential total energy technique, a recent 
and highly accurate method of calculating structural energies. This method has been 
extensively applied to both metallic and insulating systems with, in general, excellent 
agreement with experimental results. Examples of its use include the calculation of 
phonon frequencies, elastic constants, phase transition pressures, phase transition tem- 
peratures, defect energetics, surface reconstructions, grain boundary structures and 
the structure of amorphous and liquid systems. For a review of this technique and 
applications of it we refer the reader to the recent article by Ihm (1988). 

This paper is laid out as follows. The role of cleavage and shear processes at a crack 
tip in determining whether brittle or ductile fracture occurs is described briefly in section 
2. The decohesion model is discussed in section 3 and the bond mobility model is 
discussed in section 4. In section 5 the atomic model used for testing the embrittlement 
models is described. Section 6 describes the total energy pseudopotential method. The 
cleavage calculations and results are presented in section 7 and those for shear are 
presented in section 8. Conclusions are drawn in section 9 and briefly summarised in 
section 10. 

2. Cleavage and shear processes at a crack tip 

It is generally through that both cleavage and shear processes are important in deter- 
mining whether brittle or ductile fracture occurs in real materials. It has been suggested 
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Figure 1. A schematic representation of the emission of an edge dislocation from a crack tip 
(after Rice and Thomson (1974)). This process reduces localised stress by blunting the crack 
tip. 

that whether a material is brittle or ductile depends on the competition between the 
cleavage and shear processes at a crack tip. Crudely speaking, if cleavage is made easier 
then a crack is more likely to propagate, and conversely if shear processes are made 
easier then a crack is more likely to blunt. This basic idea was developed by Kelly, Tyson 
and Cottrell(1967), who, by using classical models to represent the material, were able 
to correctly identify the fracture trends across a wide range of materials, for example 
sodium chloride and diamond (brittle) and copper and gold (ductile). Later Rice and 
Thomson (1974) extended the model to account for the blunting at a crack tip by allowing 
for dislocation emission. We have illustrated the mechanism proposed by Rice and 
Thomson schematically in figure 1. The most interesting point to note is that the emission 
of an edge dislocation leads directly to blunting of the crack tip, and a reduction in the 
localised stresses. Figure 1 also illustrates that the process is essentially one of atomic 
rearrangement in which atoms slide over one another. 

To make fracture and embrittlement accessible to study we reduced the problem 
down to what we considered to be the two fundamental and opposing processes: the 
ease of breaking bonds, and the ease of rearranging atoms. An ideally brittle crack 
propagates via the rupturing of bonds in the plane of the crack, whereas crack blunting 
involves dislocation emission, which in turn involves the sliding of atoms over each 
other. The ease of bond breaking is conceptually a straightforward quantity which can 
be calculated by fracturing the materizl: The ease of atomic rearrangement is a less 
straightforward quantity. We suggest that the ease of atomic rearrangement can be 
calculated by applying a simple shear to the sample. In later sections we shall describe 
calculations of fracture and simple shear, from which we shall infer the changes in the 
ease of bond breaking and the ease of atomic rearrangement due to the presence of 
impurities, and hence the change in the brittle-ductile character of the system. The 
central assumption is that the ease of brittle fracture, and ease of dislocation emission, 
can be inferred from highly idealised calculations. The logic behind this is of course open 
to question. The main criticisms are that our calculations do not consider dislocations 
explicitly, and neither do they include the detailed geometry of the crack tip. Because 
of this the magnitudes of the quantities that we have calculated cannot be compared 
directly with experimental results. While such criticisms are undoubtedly valid, and 
should be borne in mind, we do believe that calculations of the type we have performed 
can provide interesting and relevant information on the effects of embrittling impurities. 

3. The decohesion model of intergranular embrittlement 

In this section we describe the widely quoted decohesion model of impurity-promoted 
intergranular embrittlement. 
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Figure 2. Energy versus tensile strain curve for a 
sample undergoing fracture. The fracture energy 
and the maximum sustainable tensile stress are 
indicated. 

The decohesion model of embrittlement accounts for the embrittling effect of certain 
segregated impurities by assuming that they weaken the atomic bonds across the grain 
boundary (Troiano 1960, Losch 1979). This leads to reduced fracture energies and 
fracture stresses. The fundamental idea behind the model is that the fracture energy and 
the fracture stress, i.e. the maximum sustainable tensile stress, are directly correlated. 
In figure 2 we depict the variation of the energy as a function of the extension for a 
sample of metal in which a crack is opening. The maximum slope of the energy versus 
tensile strain curve, and the fracture energy, are marked and while it is clear that these 
quantities need not necessarily be related it does seem plausible that a decrease in the 
fracture energy will lead to a decrease in the maximum slope of the curve. A decrease 
in the maximum slope would then correspond to embrittlement of the material. 

The first decohesion model of embrittlement (Troiano 1960) assumed that embrittle- 
ment was due to the formation of weak metal-impurity bonds. Losch (1979), recognising 
that the covalent bonding between a typical embrittling impurity and the surrounding 
metal would be very strong, proposed that it was the nearby metal-metal bonds which 
were weakened by the presence of the embrittling impurities. Some support has been 
given to this suggestion by the results of calculations, briefly referred to in section I, by 
Briant and Messmer (Briant and Messmer 1980, Messmer and Briant 1982), and Sayers 
(1984). Briant and Messmer used the so-called self-consistent field X, scattered wave 
method to calculate the change in the charge distribution induced by placing an inter- 
stitial impurity atom at the centre of small clusters of nickel and iron atoms. They found 
that some impurities reduced the amount of electronic charge in the metal-metal bonds 
and increased the charge in the metal-impurity bonds. This effect was especially large 
in the case of sulphur, a strong embrittler, in nickel. When a boron atom was put at the 
centre of the cluster the charge density in the nearby nickel-nickel bonds was not 
reduced. As boron is an intergranular coherer, and sulphur an embrittler, of nickel, 
Briant and Messmer concluded that the embrittling effect of the sulphur atom was to 
weaken the nearby metal-metal bonds by withdrawing charge from them. Cleavage 
would then take place by breaking the weakened metal-metal bonds. The potency of 
an embrittling atom could then be measured by the amount that its electronegativity 
exceeded that of the host metal, which would indicate the tendency of the impurity to 
draw charge towards itself from the surrounding metal. This is consistent with the 
observation that, generally speaking, impurities with higher electronegativities are more 
potent embrittlers. Sayers (1984) investigated the effect of placing impurities in a 
metallic environment using a tight-binding method, with a highly simplified model for the 
electronic structure consisting of a single s-band treated within the second moment 
approximation. He found that the impurity atom weakened the neighbouring metal- 
metal bonds. This is in agreement with Briant and Messmer’s results. 

For various reasons we consider Messmer and Briant’s analysis to be highly quest- 
ionable. Firstly, it is important to note that they did not calculate energies, only charge 
densities, from which bond strengths were inferred. Secondly, they used only very small 
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clusters of atoms for which the results could be quite different from the bulk. In particular 
the efficient screening in bulk metals is not properly reproduced in small clusters. Finally, 
the spherical approximation to the potential around each atom used in the work of 
Briant and Messmer is not appropriate for calculations on structures such as small 
clusters where there is highly directional bonding. In the case of Sayer’s calculations the 
model used for the electronic structure was probably over simplified, a view supported 
by the work of Saqi and Pettifor (1987). 

There is evidence against the decohesion model as proposed by Messmer and Briant. 
In the tight-binding calculations of Saqi and Pettifor (1987) bond energies were evaluated 
for different band fillings of the metallic host, which served to model the effect of 
different host metals. For a particular impurity these calculations showed additional 
cohesion and decohesion as the band filling of the metallic host was altered, implying 
that the electronegativity difference between the impurity atom and the host metal is 
not sufficient to determine even the sign of changes in cohesive energies. Saqi and 
Pettifor rationalised their results by saying that if charge was withdrawn from anti- 
bonding orbitals cohesion would be increased, but if charge was withdrawn from bonding 
orbitals cohesion would be reduced. This conclusion is entirely consistent with what is 
known about bonding in bulk transition metals. The binding energy does not increase 
monotonically across a transition metal series as the valency increases. Initially the 
binding energy increases as more and more electrons are added to bonding orbitals, 
then once the d shell has become half full, the extra electrons start filling anti-bonding 
orbitals producing a decrease in the binding energy. Applying this to the embrittlement 
problem we might expect that the withdrawal of electronic charge from nickel-nickel 
bonds by, for instance, the presence of a nearby sulphur atom would increase the 
cohesion of the nickel-nickel bonds since the 3d shell of nickel is more than half full. 

A further interesting feature of decohesion models of embrittlement is their con- 
centration on bond breaking processes, whilst completely ignoring processes involving 
atomic rearrangement. There is little doubt that a full theory of embrittlement will have 
to consider cleavage and shear on an equal footing, as in the work of Kelly, Tyson and 
Cottrell (1967), and Rice and Thomson (1974), a point which has been emphasised in 
the work of Eberhart et a1 (1984,1985). 

In summary, the question as to whether decohesion or increased cohesion occurs in 
embrittled systems is entirely open. If decohesion is demonstrated then it remains to be 
seen whether its occurrence can account for impurity-promoted intergranular embrittle- 
ment in real systems. 

4. The bond mobility model of intergranular embrittlement 

Haydock (1981) has suggested an alternative to the decohesion model of embrittlement 
which we shall call the bond mobility model. The central idea is that an embrittling 
impurity inhibits atomic rearrangement at a crack tip, which in turn inhibits the pro- 
duction of disclocations and thereby facilitates brittle fracture. It is presumed that the 
induced change in the ease of cleavage, due to the presence of an embrittling impurity, 
is a lesser effect. 

A decrease in the ease of atomic rearrangement is said to occur when an embrittling 
atom forms bonds with the surrounding metal atoms that are of low mobility, as a result 
of which large forces are required to make the atoms slide over one another. At  the 
atomic level the mobility of bonds is a consequence of their quantum mechanical nature. 
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In a metal electrons flow readily between the many unsaturated bonds, allowing atoms 
to break and reform bonds easily with their neighbours while undergoing an atomic 
rearrangement. This is ductility at the atomic level and it is this ease of atomic rearrange- 
ment which is suppressed by the presence of embrittling impurities. The low mobility of 
some metal-impurity bonds results from the formation of saturated bonds between the 
impurity atom and the host metal atoms, in contrast to the unsaturated bonds between 
metal atoms. In effect the embrittling impurities make the electron flow, and hence 
atomic rearrangement, less energetically favourable. 

5. Our atomic model of a grain boundary 

In this section we shall describe the choice of host metal and impurity elements, and the 
atomic model of a grain boundary, used in our work. 

We chose aluminium to provide the metallic environment for our impurities, on the 
assumption that the most important feature of the host metal is its metallic nature. The 
commonly embrittled metals of most technological importance are the transition metals, 
which are primarily distinguished from aluminium by the inclusion of d-shell electrons. 
The reason for our choice of aluminium, a nearly-free-electron-like metal, was its 
relatively weak pseudopotential, which allowed us to perform calculations on relatively 
large unit cells. Due to the presence of valence d-shell electrons, the pseudopotentials 
of transition metals are strongly attractive, requiring a prohibitively large plane wave 
basis set with which to represent the potential and the wavefunctions. 

The elements germanium and arsenic were chosen as representative embrittling 
impurities. Interestingly most embrittling elements are known to be from groups IV, V 
and VI of the periodic table, germanium and arsenic being from groups IV and V 
respectively. An important advantage of performing calculations with germanium and 
arsenic is that their atomic volumes are very close to that of aluminium. Consequently 
the degree of relaxation of the aluminium atoms surrounding the impurities is kept to a 
minimum and the effects that we see are due to the differences in electronic structure 
between the metal and the impurity atoms and not to the effects of volume mis-match. 
By relaxing the atomic positions for some test cases we found the relaxation to be 
negligible for the cleavage calculations, but significant for the shear calculations. Because 
of this the cleavage calculations described in section 7 did not include any atomic 
relaxation, while the shear calculations described in section 8 did include limited relax- 
ation as will be discussed later. 

The model grain boundary we have used in our calculations is essentially a close- 
packed layer of metal atoms doped with a one third concentration of substitutional 
impurity atoms, sandwiched between two slabs of pure metal. The close-packed layer 
was chosen in order to simplify the fracture calculations, fracture at the close-packed 
layer resulting in a high symmetry [lll] surface. The aluminium [lll] surface is known, 
both from experimental observations (Nielsen and Adams 1982), and theoretical cal- 
culations (Needs 1987), to undergo an extremely small degree of atomic relaxation. We 
found that we could get a reasonable separation between adjacent impurities in the close- 
packed layer, without increasing the size of the unit cell to unmanageable proportions, by 
substituting an impurity atom for every third aluminium atom. The impurity doped layer 
is illustrated in figure 3. 

6. The pseudopotential total energy technique 

For a detailed explanation of the pseudopotential method, as well as a review of recent 
calculations, the reader is referred to the paper by Ihm et a1 (1979). In the following we 
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Figure3. The idealised grain boundary, consisting 
of a close-packed layer of metal atoms (unfilled 
circles) doped with a one-third concentration of 
substitutional impurity atoms (filled circles). Two 
unit cell translationvectors are indicated, the third 
translation vector is perpendicular to the plane of 
the paper. 

briefly describe the method with particular emphasis placed on numerical errors and the 
pseudopotentials used. 

We calculated the total energies of periodic structures with large unit cells of atoms. 
The calculations were performed within a local density functional scheme with pseudo- 
potentials used to represent the effect of the ion cores on the valence electrons, and the 
valence electron states represented by a finite plane wave basis set. Local pseu- 
dopotentials were used in order to speed up the calculations and allow the construction 
of large unit cells. The local density equations were solved self-consistently using matrix 
diagonalisation techniques in reciprocal space. The diagonalisations for the earliest 
calculations were performed with the approximate Lowdin perturbation method (Low- 
din 1951) whilst later calculations used an exact and faster method recently developed 
by Nex (Nex 1987, Hodgson and Nex 1989). The integrations over the Brillouin zone 
were approximated by sampling on a regular mesh of points in reciprocal space following 
the method of Monkhorst and Pack (1976). Exchange-correlation terms in the local 
density equations and in the total energy were evaluated using the Ceperley-Alder form 
(Ceperley and Alder 1980, Perdew and Zunger 1981) of the local density approximation 
(LDA). 

The three numerical sources of error in the total energy are: (1) truncation of the 
basis set after a finite number of plane waves, (2) approximation of the Brillouin zone 
integrals by finite sums and (3) lack of absolute convergence in the self consistent solution 
of the local density equations. Approximation (1) was tested by performing calculations 
on a variety of grain boundary structures using five different basis sets containing all 
plane waves with kinetic energy less than 4.5, 6, 6.5, 7 and 7.5 Hartree. We estimated 
that the 7 Hartree basis set energy cut-off used in our final calculations led to a numerical 
uncertainty in the energy differences between structures of less than 0.03 eV per unit 
cell for the eighteen atom unit cells (section 7) and less than 0.02 eV per unit cell for the 
nine atom unit cells (section 8). The largest calculations included up to two thousand 
plane waves. Approximation (2) was tested by performing calculations with four recipro- 
cal space meshes, each having a different point density. On the basis of these calculations 
we selected a 4 x 4 x 2 regular mesh for use with the unit cells containing eighteen atoms 
(section 7 ) ,  giving an estimated uncertainty in the total energies of about 0.02 eV per 
unit cell, and a 4 x 4 x 4 regular mesh for use with the nine atom unit cells (section S), 
giving an uncertainty in the energies that was estimated to be about 0.01 eV per unit 
cell. Approximately (3) was dealt with by repeatedly solving the local density equations 
with successively better approximations to the potential obtained by quasi-Newton 
methods. The numerical uncertainty in the total energy due to incomplete self-con- 
sistency was estimated to be less than 0.0001 eV per unit cell and thus was insignificant 
in comparison to the first two sources of numerical error. 
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Table 1. The parameters of the modified local Heine-Abarenkov pseudopotentials. All 
quantities are in Hartree atomic units. 

PO R A q c  Z 

AI 1.3900 1.150 0.1107 3.5 3 
Ge 1.5000 1.120 0.5555 4.5 4 
As 1.6633 1.085 1.3853 3.7 5 

Table 2. Calculated and experimental values of the bulk moduli, in units of Mbars. 

AI Ge AlAs 

Calculated 0.79 0.71 0.72 
Experimental 0.74a 0.77b 0.77' 

a Gschneider (1964) 
Landolt-Bornstein (1982) 
Cohen (1985), 

The local pseudopotential used to represent the aluminium, germanium and arsenic 
ions was a modified form of the local Heine-Abarenkov type (Cohen and Heine 1970). 
In real space the Heine-Abarenkov pseudopotential is constant with a value -A inside 
a core region of radius R. Outside the core region it has the value -Z/r ,  where Z is the 
valence of the element, and ris the radial distance from the nucleus. Fourier transforming 
the potential we obtain, in Hartree atomic units, 

V(q)  = - (4n/Rq2)[(Z - A R )  cos(qR) + (A/q)  sin(qR)] (1) 

where R is a normalisation constant which we take to be the volume of the unit cell. The 
discontinuity at the core radius leads to spurious oscillations in V(q).  To ensure rapid 
convergence of the plane wave expansion for V(q)  we multiplied V(q)  by a functionf(q) 
which goes to zero at large wave-vectors. For the functionf(q) we chose the following 
form, 

f(4) = exp[ - (q/4c)61 (2) 
which is a smoothed step function with a step at qc. The parameter qc was set to be 
approximately equal to the wave-vector where the second zero of V(q)  occurs. To ensure 
that our pseudopotentials accurately reproduced the properties of the corresponding 
atoms we constrained the first zero of V(q)  to be equal to the value tabulated by Cohen 
and Heine (1970), which we shall denote by Q,. Keeping the value of Q ,  fixed leads to 
the condition 

A = Qoz/(QoR - tan(QoR)). ( 3 )  

This prescription leaves one free parameter which we took to be the core radius R. For 
each potential we adjusted R to fit the calculated lattice constants of pure aluminium, 
germanium and aluminium arsenide to the experimental values (4.02 A, 5.62 A and 
5.62 A respectively). The fitted parameters are given in table 1. We tested the pseudo- 
potentials by calculating the bulk moduli, binding energies and some phonon fre- 
quencies of aluminium, germanium and aluminium arsenide. The values obtained are 
given in tables 2,  3 and 4 respectively and, for comparison, we include some values 
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Table 3. Calculated and experimental binding energies. Values calculated with our local 
pseudopotentials and with norm-conserving pseudopotentials are listed for comparison. 
Energies are in units of eV per atom for aluminium and germanium, and eVper pair of atoms 
for aluminium arsenide. 

FCC A1 Dia Ge Zincblende AlAs 

Calc. (local) 3.68 5.31 8.83 
Calc. (norm-conserving) 3.67a 4.50b 8.2c 
Expt. 3. 40d 3.85‘ 7.7‘ 

a Lam and Cohen (1982). Needs (1989). Ihm and Joannopoulos (1981). 
Brewer. e Moore (1949). Wagman eta1 (1968). 

Table 4. Calculated and experimental phonon frequencies in units of 1013 radians per second. 

FCC A1 Dia Ge Zincblende AlAs 

Mode L(x) T(X) T O ( r )  T A ( X )  T O ( X )  T A ( X )  

mcdc 5.68 3.11 5.64 1.35 5.86 1.80 
meXp 6.0P 3.65a 5.73b 1.51b 6.30b 2.05b 

a Stedman and Nilsson (1966) Landolt-Bornstein (1982). 

calculated using more accurate norm-conserving pseudopotentials (in table 3) and the 
experimentally determined values (in tables 2 ,3  and 4). These results show that there is 
generally very good agreement between the values calculated with our local pseu- 
dopotentials and those calculated with the more accurate norm-conserving pseu- 
dopotentials and also reasonable agreement between the pseudopotential results and 
experiment. In addition Gillan (1989) has calculated the formation energy for a vacancy 
in aluminium using our pseudopotential and obtained excellent results. It is thought that 
the main source of error in the results obtained with norm-conserving pseudopotentials 
is the use of the local density approximation for the exchange-correlation energy and 
not errors inherent in the pseudopotential approximation. 

7. The cleavage calculations 

In this section we describe calculations we have performed on the cleavage of a pure 
and an impurity-doped aluminium crystal. 

We studied the effect of an impurity on the ease of bond breaking by introducing a 
crack into our model system and calculating the energy as a function of the crack width. 
In order to simplify the calculations and their interpretation as much as possible we 
studied a simple crack formed by stretching the inter-layer bonds on either side of an 
impurity-doped layer. This crudely models the localised character of the strain in the 
region of a crack tip, although our crack has no tip, since the ‘sides’ of the crack are 
parallel. Initially, at small values of the tensile strain, the impurity-doped layer will sit 
in a position mid-way between the aluminium slabs on either side. At the point of 
fracture the impurity doped layer moves from the central position in order to bond 
preferentially with one of the aluminium slabs. At this point the crack opens cata- 
strophically. 
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Figure 4. The unit cells used in the calculations of cleavage stresses. The open circles 
are aluminium atoms and the shaded circles are impurity atoms. The energy required to 
inhomogeneously strain the cell by a length a along the [lll] axis is the difference between 
the energies of the two unit cells shown in (a )  and (b) .  In (c) the impurity doped layer has 
been displaced from its central position by a /&  

k 
0.21 // - 

0.2 0.4 0.6 
extension in units of 2.32 8, 

Figure 5 .  The energy versus extension, a,  for pure 
aluminium (circles) and for arsenic-doped alu- 
minium (squares). The energy is calculated as the 
difference in energy between the two unit cells 
depicted schematically in figures 4(a) and 4 ( b ) .  

The maximum sustainable tensile stress was obtained from the gradient of the energy- 
extension curves at the point of fracture. Two sets of calculations were performed, one 
with an arsenic-doped impurity layer and one with a pure aluminium layer, both layers 
being in the central position (figure 4( b) ) .  The point of fracture was defined as the largest 
extension at which the pure aluminium or arsenic-doped impurity layer still favoured 
the central position. The unit cells used for the cleavage stress calculations are shown 
schematically in figure 4. The unit cell shown in figure 4(a) is anunstrained cell consisting 
of six close-pacled layers, each of three atoms. The atomic positions in this structure are 
those of a perfect face-centred cubic lattice. 

In figure 4(b) the inter-layer bonds between the impurity-doped layer and its immedi- 
ate neighbours are stretched by a distance a/2,  the net extension of the unit cell is thus 
a. The unit cell shown in figure 4(c) is identical to that shown in figure 4(b) except that 
the impurity-doped layer has been displaced a distance a/8 from its central position. We 
estimated the point of fracture by finding the value of a at which the energies of the two 
unit cells in figure 4(b) and figure 4(c) were equal. We plot, in figure 5 ,  the energy 
difference between the unit cells shown in figures 4(a) and 4(b) against the extension, a, 
with circles and squares denoting the pure aluminium and the impurity-doped aluminium 
cases respectively. The slopes of the calculated energy-extension curves (figure 5 )  rise 
slowly around the point of fracture, which we estimated to be at an extension of 0.4 a. 
in both cases where a,, = 2.32 A and is the equilibrium spacing between layers. The 
gradients of the curves at the points of fracture are 1.2 eV A-' for pure aluminium and 
1.0 eV A-' for arsenic-doped aluminium, for cracks of the area of three atoms. These 
correspond to cleavage stresses of 92 kbar and 79 kbar respectively. Thus the presence 
of the dilute layer of arsenic impurities reduced the cleavage stress of aluminium by 
approximately 14%. 
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Figure 6. Schematic depiction of the unit cells used for the calculations of cleavage energies. 
The unit cell contains six [ l l l ]  layers with three atoms in each layer. The open circles are 
aluminium atoms and the filled circles impurity atoms. (a) Unfractured sample, ( b )  Fractured 
at the impurity-doped layer. (c) Fractured one layer away from the impurity-doped layer. 

The cleavage energies for our system were obtained by calculating the energy change 
on introducing a vacuum gap between two adjacent close-packed layers. A gap width of 
one and a half inter-layer spacings (3.48 A) was found to approximate adequately an 
infinite vacuum gap. The unit cells used for these calculations are shown in figure 6. 
Cleavage energies were calculated for fracture both at the impurity-doped layer and one 
layer into the metal on either side of the impurity-doped layer in order to test for both 
first and second layer decohesion. Figure 6(a) schematically depicts the unfractured 
material. Figure 6(b) shows the material fractured at the impurity-doped layer and figure 
6(c) shows the material fractured one layer into the metal. The energy for cleavage at 
the impurity-doped layer is given by the difference in energy between the unit cells 
shown in figures 6(a) and 6(b), while the energy for cleavage one layer into the metal is 
given by the difference in energy between the unit cells shown in figures 6(a) and 
6(c). The results for pure aluminium, arsenic-doped aluminium and germanium-doped 
aluminium are given in table 5 .  These demonstrate that the inclusion of either germanium 
or arsenic impurities produces an increase in the inter-layer cohesion both at the impur- 
ity-doped layer and one layer into the metal, with percentage increases in the fracture 
energy of 8% and 4% respectively for arsenic impurities, and 1% and 5% respectively 
for germanium impurities. 

8. The shear calculations 

In this section we describe our calculations of the ideal shear stress for a perfect alu- 
minium crystal and for an impurity-doped crystal. 

Our aim was to calculate the effect of impurity atoms on the ease of atomic rearrange- 
ment of otherwise pure aluminium. A simple shear was applied to a sample of metal 

Table 5. Cleavage energies, E,, for pure and for impurity-doped aluminium calculated as 
the difference in energy between the unit cells of figure 6(a) and figure 6(b) or (c) where E,  
denotes the total energy per unit cell of the structure shown in figure 6(a), etc. Hence E, is 
the energy to create a crack of area equal to 3 atoms or 21.0 A’. 

Impurity E,  (ev)  

AI 
As 
As 
Ge 
Ge 

E,  - Eb = 1.80 
E,  - Eb = 1.94 
E,  - E, = 1.88 
E,  - Eb = 1.82 
E,  - E,  = 1.89 
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Figure 7. The unit cell, consisting of three close- 
packed layers, used in the calculations of shear 
stresses. Open circles are aluminiium atoms and 
shaded circles are impurity atoms. The first and 
third layers on either side of the central layer are 
rigidly displaced by a distance s and -s respect- 
ively in the direction of second nearest neighbours 
in the close-packed layer. At each value of s the 
energy was minimised by relaxing the perpen- 
dicular separation of the first and third layers from 
the central layer. 

and the corresponding energy changes calculated, both with and without an impurity 
concentration. Our geometry consisted of a unit cell containing three close-packed 
layers, shown schematically in figure 7, with the central impurity-doped layer, which is 
illustrated in figure 3,  being identical to that used in the cleavage calculations. On either 
side of the impurity-doped layer we placed a close-packed layer of aluminium atoms 
giving a unit cell containing nine atoms. The two pure aluminium layers were slid 
distancess and -s respectively, in the direction of second nearest neighbours within the 
close-packed layer. For each value of s we found that it was necessary, in order to 
minimise the total energy, to relax the perpendicular separation of the impurity layer 
from the adjacent aluminium layers on either side. The change in the perpendicular 
separation of the layers upon relaxation is denoted by b. 

The results of the shear calculations are shown in figure 8. In figures 8(a), 8(b) and 
8(c)  we have plotted the energies of the sheared structures against the displacement, s, 
both before and after relaxation with respect to b (denoted by squares and circles 
respectively), All energies are in units of eV per unit cell whilst the displacements are in 
units of 1.64 A (this unit was used because it is the shear displacement needed to create 
a stacking fault between two close-packed layers). We estimate that the maximum 
gradients of the relaxed energy-shear curves are 0.18 eV A-' for pure aluminium, 0.23 
for germanium-doped aluminium and 0.29 eV A-' for arsenic-doped aluminium. The 
corresponding critical shear stresses are 24 kbar, 30 kbar and 38 kbar respectively. Thus 
the increases in the critical shear stress due to the inclusion of germanium and arsenic 

I 

> -524.60 -57 1.40 

x P 
-524.75 

- I 
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0 .6  0.8 I 

shear displacement in units of I .64A shear displacement in units of 1.64A shear displacement in units of 1.64A 

Figure 8. The results of the shear calculations, (a )  for the pure aluminium structura, (b )  for 
the germanium-doped structure and ( c )  for the arsenic-doped structure. The energy of the 
unit cell shown in figure 7 is plotted against the shear displacements. The squares and circles 
are the energies before and after relaxation of the separation between the central layer and 
those on either side of it. 
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atoms are approximately 25% and 58% respectively. The associated shear energy 
barriers, defined as the difference between the largest and smallest energies for a given 
E(s) curve, are 0.10 eV, 0.12 eV and 0.19 eV respectively. 

The degree of relaxation during the shear process was also very different in each 
case. For pure aluminium the relaxation was large, reaching a maximum value of b = 
0.035 8, for a shear displacement of s = 0.82 A. The maximum relaxation for the arsenic- 
doped case was about one half of this value whilst the magnitude of the relaxations for 
germanium were intermediate between those for pure aluminium and arenic-doped 
aluminium. 

9. Conclusions 

In this section we discuss the deocohesion and bond mobility models of embrittlement 
in the light of our results. 

We have described in preceding sections the decohesion model of embrittlement and 
a set of fracture calculations that we have performed in order to test the model. The 
decohesion model asserts that an impurity which is more electronegative than the host 
metal will reduce inter-layer cohesion by drawing charge onto itself at the expense of 
surrounding metal bonds, and that the change in cohesion is correlated with the change 
in the maximum sustainable tensile stress. The results of our fracture calculations showed 
consistently that neither germanium nor arsenic impurities reduced the fracture energy, 
in fact both impurities were found to increase cohesion, though not by particularly large 
amounts, both at the impurity-doped layer and one layer away. In addition the arsenic 
impurities reduced the maximum sustainable tensile stress (tensile stress calculations 
with germanium were not performed). This is contrary to the decohesion model as both 
arsenic and germanium atoms are more electronegative than aluminium, both increased 
the cohesion, and the change in the maximum sustainable tensile stress was not directly 
correlated with the change in the cohesion. We conclude that the decohesion model 
does not correctly describe the impurity induced changes in bonding in our model system 
and we see no reason to believe that it will give correct predictions in other systems. 

In order to study fracture we had to reduce the problem down to what we consider to 
be the two fundamental underlying processes, bond breaking and atomic rearrangement. 
By performing cleavage calculations (section 7) we found that arsenic impurities reduced 
the maximum sustainable tensile stress, which we referred to as the cleavage stress, by 
some 14%, with fracture occurring at the same value of the strain in both the doped and 
undoped cases. The effect of the arsenic impurities was to increase the ease of bond 
breaking. In addition, the slope of the energy-extension curve at small extensions was 
increased by the presence of the impurities, an effect which we suggest is an indication 
of reduced bond mobility. The effect of the impurities on the ease of atomic rearrange- 
ment can be seen more clearly from the results of the shear calculations (section 8). 
Comparing the results for the shear of the three systems without relaxation of the inter- 
layer separation (filled squares in figures 8(a)-8(c)) we see that the curves for all 
three cases are, perhaps somewhat surprisingly, very similar; the shear stress and 
the associated energy barrier (the maximum increase in the energy during shear) are 
qualitatively the same in all three cases. Relaxation of the inter-layer spacings produced 
dramatically different effects depending on whether impurities were present or not. The 
arsenic-doped structure was unable to reduce its energy to any significant degree by 
atomic relaxation, whereas the pure aluminium structure was able to reduce its energy 
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by a very large amount. Interestingly, given that germanium is seen experimentally 
to be a weaker embrittler than arsenic, the results with germanium impurities were 
intermediate between the results for the pure structure and the arsenic-doped structure. 
Clearly the major effect of both impurities on the host metal was to inhibit atomic 
rearrangement. The results of the cleavage and shear calculations are consistent with 
the bond mobility model of embrittlement. Following the line of argument proposed by 
Haydock (1981), and elaborated upon in section 4, we suggest that arsenic impurities 
inhibit ductile fracture by impeding crack tip dislocation emission, whilst aiding brittle 
fracture by increasing the ease of cleavage at the crack tip. 

Our approach to determining bond mobilities has been to calculate the stress required 
to initiate well defined atomic rearrangements in our model system. It would be desirable 
to try to determine the mobility of bonds directly by performing a single electronic 
structure calculation on a system. One possibility is that replacing a metal atom with an 
impurity atom might reduce, in the region around the impurity, the local density of states 
close to the Fermi energy. Atomic rearrangement would then require a transfer of 
electrons to rather high energy states, leading to a high energy barrier and associated 
stress. This is consistent with the observation that insulators, which have a vanishing 
density of states at the Fermi energy, fail by brittle fracture, though whether there is 
sufficient information in the local density of states near the Fermi energy to determine 
the mobility of bonds is currently unknown. 

10. Summary 

In summary, we have studied impurity-promoted intergranular embrittlement by con- 
sidering the effect of segregated impurities on two fundamental processes, the change 
in the ease of bond breaking, and the change in the ease of atomic rearrangement. The 
changes in the ease of bond breaking and the ease of atomic rearrangement were 
determined by performing simple shear and fracture calculations with idealised geom- 
etries. We found that a dilute layer of substitutional arsenic impurities reduced con- 
siderably the ease of simple shear and increased, to a lesser extent, the ease of simple 
fracture in otherwise pure aluminium. In addition arsenic impurities were found to 
strengthen the inter-layer cohesion, both at the first layer and the second layer. The 
effect of germanium impurities on the strength of inter-layer cohesion and the ease of 
shear was similar to that of arsenic though the changes were less pronounced. These 
results cast doubt upon the decohesion model of embrittlement, whereas the bond 
mobility model of embrittlement is entirely consistent with our results. Our results show 
that both germanium and arsenic impurities reduce the ease of atomic rearrangement 
and that arsenic impurities increase the ease of bond breaking (bond breaking cal- 
culations with germanium impurities were not performed). We suggest that these effects 
suppress ductile processes and favour brittle fracture. 
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